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INVESTIGATION INTO A BRAIN-COMPUTER INTERFACE SYSTEM FOR
MUSIC WITH SPEECH IMAGERY

by

ALBERTO TATES PUETATE

ABSTRACT

Brain-computer interfaces (BCIs) aim to find a communication path with computers that
dispenses with motor interaction using merely brain activity. This project investigates how
BCI can have music as its destination, the system would allow people with motor
impairments to get close to creative activities and offer musicians a novel dimension of
performance. BCI systems present multiple challenges when attempting approaches in
real-world circumstances. These challenges are encompassed in the transfer information rate
and the deployability of such systems. BCI research is mainly medically focused therefore the
brain activity measurement devices are designed under lab conditions, making them not
portable for musical scenarios. This research focuses on electroencephalogram (EEG) as
being one of the widest used methods, among the different EEG paradigms and decoding
processes, this research evaluates the most feasible pipeline to implement a prototype that
could activate a musical instrument.

Speech Imagery (SI) is the selected EEG paradigm, as in comparison with other known
methods, it is a non-stimulus-based evoked potential, therefore the SI decoder aims to extract
spatial information about the signal differences between attempts from imagine to pronounce
vowels or phonemes aloud. The project proposes the use of 8 dry electrodes set to increment
system portability. The research starts to evaluate between a traditional decoding pipeline
with Common Spatial Patterns and Support Vector Machine, with a relatively new decoder
based on Riemannian metric classification of Covariance Matrices. Selecting the latter as the
most optimal method for online implementation, this research then evaluates a set of different
imagery tasks to analyze the decoding performance and select the most optimal
configurations.

The final prototype is built having as speech imagery tasks the rhythmic imaginations of
vowel /e/, vowel /o/ and single imagery of word /mid/, the system converted 1 second of EEG
into a covariance matrix which distance to each class centroid, obtained in offline analysis,
was then compared in a decision three that selects a MIDI outcome to an external analogue
synthesizer. The system achieved optimal accuracies, when detecting resting state against any
imaginary task, of up to 87%, the overall accuracy of the online system for 4 classes was 57%
+3 significantly higher than the 42% chance level, the system had a transfer rate of 3.4
bit/min that allowed the participant to have a novel musical experience.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

I had to choose a dissertation project topic from an extensive list of options to finish
my postgraduate program in artificial intelligence at the University of Essex. I wanted
to feel engaged with whatever the topic was. This was the moment when I thought
about merging what passionates me, music, with the computer science field I was
studying. One way of doing so was any sort of self composing music, such
approaches were already existent and were not really of my interest. While attending
one of my lectures about robotics one statement from the professor stuck into my
mind. He mentioned that any world phenomena could be measured and could be
learnt from computers. Having that in mind I thought, If I could measure my brain
activity when I am thinking about music then the computer could learn to differentiate
the information and use it to produce music. I was lucky that one of the dissertation
options was an opportunity to propose a project about Brain-Computer interfaces
(BCI) to one of the supervisors. I came with the mentioned idea to Dr Ian Daily who
kindly made it look clearer, introduced me to the fascinating field of BCI explaining
the relationship between its different components as a point of combination between
neuroscience, biomedical engineering, electronic science and computer science. He
also introduced me to Prof Eduardo Miranda’s work mentioning he was a specialist of
BCI approaches with music as a new component and the leading pioneer of the
Brain-Computer Music Interface (BCMI) concept.

I remember looking into Eduardo’s work and feeling impressed and inspired by
hi’s science-fiction-like approaches going from interesting Al-generated music pieces
to biocomputing instruments. However, the work that touched the most was related to
assemblies of people with motor impairments being able to interact with music
through BCI systems.

My dissertation goals then became clearer, I had noticed that current BCMIs
approaches needed from a stimulus to work that came from external devices, I had the
user experience in mind and used my interpretation of thinking about music as the
paradigm. For me, the closest cognitive activity to music is the imagination of
producing a sound with the mouth.

Therefore the aim of my previous work solidified to test the feasibility of a BCI
system controlled by the attempt to imagine pronouncing a sound. That work yielded
solid results that prove that Electroencephalogram (EEG) information from imagined
vocalization can be clearly discerned from the rest state and therefore used for a
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control system. Such results were promising but the dissertation coverage wasn’t wide
enough to allow me to build a proof-of-concept of my idea.

I had the desire to bring the idea to reality and have a prototype built. Therefore I
contacted professor Miranda who liked the BCMI approach with Speech Imagery and
kindly invited me to apply for the Research Master in Computer Music and to be part
of the Interdisciplinary Center of Computer Music Research at the University of
Plymouth.

I was sure this new step would allow me to go deeper into the understanding of
the brain’s functionality, biological signals processing, EEG decoding methods and
our brain’s relationship with music.

1.2 Research Questions

This project conducts research at the intersection of technology and music through a
non-traditional approach to music through BCI. Conventionally, in order to play
music, we require motor interactions from our body, however, the project’s outcome is
to build a way to manipulate music that dispenses of the mentioned motor
interactions. BCI technology encompasses different disciplines, neuroscience and
biomedical engineering, the former studies how the brain and nervous system works
while the latter how the information from the brain can be measured and interpreted.
These two shape the core components of this research.

BCI has developed exponentially since its beginnings in the *90s, currently, there
are multiple state-of-the-art methods to extract brain information, as there are
different types of neural activity each BCI can focus on. The neural activity represents
any cognitive task or state the human’s brain is capable of managing e.g. visual
recognition, awareness, motion or audio perception. The measurement methods and
the aimed neural activity define the BCI paradigms alongside its limitations.

Some indicators of ideal BCI control approaches are: communication rate,
portability and usability of the system. Thus, the objective of this research is to find
an accurate BCI paradigm that enables the system to control music and enhances the
user experience of previous approaches, therefore the research is addressed to answer
the following questions.

RQ1 Can we design a control BCMI system for instrument performance with a
desirable musical experience?
EEG is the most common and widely researched BCI method, this is because of its
portability, optimal temporal resolutions and relatively cheap costs (Palaniappan
2014) (J. R. Wolpaw et al. 2000).

EEG measures the activity at the scalp, these measures are electromagnetic fields
caused by the electrical communication of neurons, the years of EEG research have
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helped to distinguish certain potentials that have proven useful to build control BCI
systems, that is the case of Visual Evoked Potentials, positive deviations of the signal
caused by visual stimulus, researchers have used this paradigm to control devices as
computer cursors, spellers or robotic limbs. This paradigm has achieved desired
results when aiming to control music as it can allow a user to select among different
sounds to play as in Flex on (Miranda and Eaton 2014) or Activating Memory in
(Miranda and Castet 2014) where the users selected the next pieces to display on a
digital sheet music, however there is one documented approach to perform over a
single musical instrument, joyBeat on (Miranda and Eaton 2014), where the user
could select the activated steps of a drum sequencer.

Event-related (de)synchronization (ERD/ERS) of sensory-motor signals is
another BCI paradigm presented during preparation stages and at the moment of
motor execution and Motor Imagery (MI). MI-based BCI is an attractive paradigm as
it does not require any stimuli (Pfurtscheller et al. 2006), there are a couple of
documented approaches for music with MI, one as an hybrid method with a visual
potential in (Eaton, Williams, and Miranda 2015) that allowed to select between
instruments and the other in (Deuel et al. 2017) where a user could select between two
options to play the next note in a programmed sequence in a music generation
software by imagining right hand opening or grasping.

To answer RQ1 the mentioned paradigms should be studied within a perspective
to implement a BCMI to perform a single instrument, to differ from most of the
previous BCMI approaches that use pre recorded sounds or sequences, and try to
achieve an experience of desirable degrees of freedom as playing an instrument via
conventional way.

RQ2 Is it possible to build a proof-of-concept control BCMI system that enables the
user to play a musical instrument with their attempt to imagine pronouncing vocal
sounds?

Even though MI-based BCI dispenses with stimulus, it is limited in the degree of
freedom, having as options the possible movements of the different limbs, and it can
be unintuitive in some cases, e.g. if we use imagining left-hand movement for turning
off a music player.

Speech Imagery (SI) has been proposed as an alternative BCI paradigm to
complement MI. SI is the mental activity of imagining to speak aloud without moving
articulators or producing sounds, this paradigm can be intuitive as the imagined words
could be associated with individual commands and, in theory, it has a wide range of
options to classify into commands as there is a wide range of sound combinations that
are possible to be pronounced with the mouth. There are promising results when it
comes to decoding SI from EEG, some works as DaSalla in (DaSalla et al. 2009) or
Deng in (Deng et al. 2010) achieved accuracies up to 70% when classifying vowels
and phonemes, such results mark a theoretical possibility for the implementation of a
control system which motivates to research SI paradigm further and answers RQ2.
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1.3 Research Methodology

This section presents an overview of the research methodologies considered by the
research. Firstly the brain activity detection method, second the EEG decoding
methods and finally the programming and analysis tools used to build the final
delivery.

1.3.1 Wireless and dry EEG Headsets

EEG sets come in different configurations depending on the manufacturer, in
general, they can be dry and wet. Wet EEGs use gel to improve the conductivity
between the scalp and the sensor while Dry electrodes usually have non-flat shapes to
ensure surface coverage and dispense with any conductive liquid. Dry electrodes
usually have poorer signal quality as their contact with the surface may change with
any minor movement. This thesis adopts dry EEG as a method for the brain’s signal
acquisition. Medical-grade EEG headsets are prefered among BCI research because of
their reliable performance, however, this research relies on a wireless headset taking
into consideration to answer the research questions. Previous ICCMR projects have
attempted BCMI approaches with portable headsets but usually had low performance
due to poor communication rates. The research uses an 8-electrodes EEG set
manufactured by G.tec Guger Technologies, considering usability criteria and
thinking about the possible use of BCMI to be deployed in musical scenarios.

1.3.1 EEG decoding methods

EEG encodes information about how different brain areas communicate over
time, therefore this information is based on the power variation and location of those
signals, but the signal is not phase-locked to a certain frequency there is spectral
information about neural activation that has driven the researchers to use statistical
signal processing methods to try analyzing and extracting useful features. EEG
features, as mentioned, come from three important sources. Spatial, spectral and
temporal information. For each source, there have been different methods that proved
useful to enhance overall BCI performance.

This research is testing different sets of methods to achieve optimal performance,
the first spectral method in consideration is filtering, as it is known that different
mental states are prominent between different frequency bands, filtering is also useful
when reducing noise usually related to the power line (Eduardo Reck Miranda 2014).
BCI systems require two important steps in the decoding process: feature extraction
and classifications, both performed by statistical methods. The feature extraction
methods that his research adopts are Common Spatial Patterns (CSP) which is a
spatial filtering algorithm that transforms the EEG data and allows better
discrimination between different trials. Covariance Matrices (CM) are considered as
well as a transformation for time-series data, in this case, the EEG single-trial raw
signal, into a matrix which elements are the relationship between the single sources or
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electrodes. These methods produce vectors, a feature that needs to be learnt from a
statistical model for further classification and testing.

Classification methods to try are machine learning methods that proved useful for
EEG signals. Linear Discriminant Analysis (LDA) is a popular algorithm that
separates the data with the use of hyperplanes. Support Vector Machines (SVM) is a
popular method among MI-based BCI that use support vectors to find an optimal
hyperplane or discrimination line to separate different sets of data based on where
they relay in a multidimensional space. The last classifier method adopted by this
research is a Minimum Distance to Mean (MDM) classifierr MDM has a
straightforward discrimination logic based on the distance that a data point to classify
has to the average point of each class available this method use distance functions to
perform the classification, because of CM characteristics of lay in a multidimensional
space Riemannian metrics are considered for the MDM classification. A deeper
explanation of the methods is presented in Chapter 3.

The appropriate selection of a pipeline with the mentioned methods that achieved
high performance when analyzed offline is then taken to test online and answer RQ2.

1.3.2 Programing and analysis tools

In order to identify adequate methods to answer RQ1 and proceed into the
attempt to build an online approach and answer RQ2. The first tool is selected to
supply the way the EEG data is going to be collected, this is restricted to the headset
manufacturer. G.Tec provides Matlab’s Simulink interface to connect the Bluetooth
device and do the recordings, therefore Matlab’s Simulink is the main tool to develop
the signal acquisition experiments and design an online simulation of the BCMI
project. Matlab’s Pyschtoolbox, used in this research, is a programming interface to
do visual programming to present stimulus and design EEG experiments. Matlab’s
Eeglab toolbox is used for offline EEG analysis; it offers a wide range of functions to
read, preprocess and analyze EEG data. Python environment is also used to further
decode EEG epoched data. MNE module for python is adopted in this work as it has
useful functions as CSP and filtering. The project uses the Scikit-learn module which
has ready to use machine learning algorithms and pyRiemannian, a module with
Riemannian metric functions for EEG data.

1.4 Thesis Structure

Including the current chapter, this thesis consists of five chapters that are described
below.

Chapter 2

This chapter is a survey of the different BCI paradigms that have been used to create
BCMI approaches for control systems. The survey evaluates 2 criteria, the dimensions
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of control and the extensiveness of the configuration of the method to be used in a
subject-independent approach. The methods surveyed are P300, SSVEP and
ERD/ERDS. Led by RQ1 the survey highlights ERD/ERS, even though it dispenses
with stimulus, it is present with limitations because of the dimensions of control it can
have, the survey introduces Speech Imagery as a complement, stating the activity
induces ERD/ERS plus Speech Evoked Potentials (SEV), potentials that have not
been totally understood yet.

Chapter 3

This chapter studies EEG decoders for Speech Imagery, driven by RQ2 the chapter
mentions some of the most common methods to decode Motor Imagery from EEG
that could be used to decode SI. After carrying the first set of EEG experiments, to a
single participant due to ongoing COVID pandemic restrictions, using an electrode
location focused on the motor-cortex area and recording user attempt to imagine
vocalizing vowel /e/, the vowel /o/ and staying in resting state. Two decoding
pipelines are tested with the obtained data, and a comparison is made based on the
accuracies, and the complexity of the algorithms for implementing an online
approach. The first pipeline covers a popular decoding group of methods, this is CSP
as feature extraction procedure and both LDA and SVM separately as classifiers. The
second pipeline has covariance matrices as features sent to a Riemannian MDM
classifier. Both pipelines and results are obtained based on four different frequency
bands alpha (7-16Hz), beta (16-28Hz) and low gamma (28-60 Hz) and high gamma
(60-100Hz). The overall results are similar between the two pipelines but the latter is
selected for the remainder of this thesis because of its ease of implementation for
online running.

Chapter 4

This chapter is based on research between different sets of cognitive tasks to measure
and between different electrode locations, similar to the previous chapter the research
involves reaching the most optimal configuration of EEG that delivers the best
accuracies. The research test between the previous EEG location and a new location
that focuses on the left hemisphere as it is known as the responsible for language
generation and comprehension, the latter location slightly higher accuracies and more
discriminative information in the gamma band. The research in this chapter makes a
variation on the speech imagery task, first, a rhythmic repetitive version of the vowel
e imagined twice with high pitch /e e/, for vowel o the task is to imagine three times
/o 0 o/. Second, the imagined speech of /high/, /mid/ and /low/ words.

The repetitive imagined speech led to higher accuracies while the analysis of the
imagined words yielded the word “mid” to have more discriminative information
when being pairwise classified. Therefore the final implementation of the
proof-of-concept is based on an EEG experiment using the cognitive tasks of imaging
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vocalizing word /mid/, twice high pitched sustained vowel e (/e e/) and three times
vowel o (/o o o/). The prototype core implementation had a pairwise classification
logic where the higher frequency bands decided whether the trial belonged to e class
while the lower frequency bands whether it was o, mid or resting state. The overall
classification of the online prototype wasn’t optimal, however, it allowed to build a
proof-of-concept.

Chapter 5

This chapter is the thesis conclusion and summarizes how the work approached the
research questions, the chapter presents also a foundation for future work based on the
limitations and possible variations to develop for future BCMI systems.
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CHAPTER 2

BRAIN-COMPUTER INTERFACE METHODOLOGIES FOR MUSIC
APPLICATIONS

2.1 Overview

Brain-computer interfaces (BCIs) aim to create a direct communication path between
the user and a machine dispensing with muscular interactions. This type of system
aims to give access and improve the lives of people with motor impairments. This
chapter presents a survey of Brain-Computer Interface methods using
Electroencephalography (EEG) to build a Music Control System, evaluating Visual
Evoked Potential P300, Steady State Evoked Potential (SSVEP) and Event-Related
Synchronization and Descincronisation (ERS/ERD). These methodologies have been
proved useful to implement systems that have music as a component to control. The
survey takes into consideration the limitations of BCI control systems such as
usability, generalization capabilities and the ease of taking the system out of an
investigation field. These investigations take as criteria the dimensions of control that
the methods can encompass, the complexity of their preparation processes and their
ease of adaptation for multiuser purposes. Each technique has different properties and
advantages, the chapter concludes by reviewing the technique that helps to answer
RQ2 and examines the possibilities to build a working BCMI prototype.

2.2 Introduction

Neuroscience and biomedical engineering are persistently looking into more optimal
ways of communication between people and the environment while finding ways to
enhance people's health. BCI research has contributed to other external disciplines,
some EEG-based BCI has inquired into oneirology by studying dreams (Horikawa et
al. 2013), affective science with emotional state recognition(Othman 2014),
physiology with systems to assist motor rehabilitation (Al-Qazzaz et al. 2021),
neurology to help to identify epilepsy (Jaseja and Jaseja 2012), to mention but some.

In June of 1999 was the first international meeting of Brain-Computer Interface (BCI)
Technology, had 22 research groups from different countries shaping the definition of
BCI as a communication system that does not depend on the brain's normal output
pathways of peripheral nerves and muscles, therefore, BCI aims to give users a
communication interface with computer systems straight from brain activity (J. R.
Wolpaw et al. 2000).
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Within different variations of BCI, one core element of their design is the measure of
brain activity. Based on how this measurement is acquired, two BCI methods can be
mentioned, invasive methods with electrocorticogram (ECoG) and non-invasive with
electroencephalogram (EEG), magnetoencephalogram (MEG), positron emission
tomography (PET) among others (Jonathan R. Wolpaw et al. 2006).

Based on the BCI’s goal, two major kinds of BCI can be mentioned, active BCI where
the user intentionally tries to control her/his brain activity to have the desired output
on a system such as directing the computer mouse cursor (Molina-Cantero et al. 2021)
or neuroprostheses (Muller-Putz et al. 2019), to mention but few. And passive BCI, on
the other side, where the system reacts to the user's current brain state and activity,
trying to adapt the system to another desired state, as in (Daly et al. 2014) where the
system tried changing the current user mood depending on the current state being
measured.

Over the years different approaches to control BCI have emerged, all of them
aiming to give communication paths to people with motor impairments as locked
syndrome affections. From early BCI destinations as a wheelchair (Diez 2018) or
digital spellers (Li 2011) to modern control destinations such as virtual reality (Kim et
al. 2021) or multimedia controllers (Tseng et al. 2015).

It was natural to expect music to be the destination of a control BCI. The idea to use
the brain to control sound emerged in the 1960s where Alvin Lucier used electrodes
on his own scalp and amplified its signals to loudspeakers that were directly placed to
percussion instrument surfaces and membranes and made them vibrate (Eduardo Reck
Miranda 2014). Such an approach inspired computer musicians with this new
dimension of control, in 2005 Hitenberg and Bair presented a parametric sonification
using EEG, they mapped different frequency bands to instruments using the musical
instruments with digital interface (MIDI) communications. Current BCI findings
allow new computer music approaches but challenges within BCI keep their use to
real-life performing scenarios. One problem that BCI encounters is the quality of the
signals measured from the brain, hits refer to a signal to noise ratio (SNR) and for
EEG it requires highly confident devices plus processing algorithms that process the
signals.

From the different BCI applications, Brain-Computer Music Interface (BCMI) looks
for introducing music to the system whether as a stimulus or as a direct mapping of
the signals for a passive practice or uses music as the final target to control on active
systems, in the latter case, for example, controlling a musical device, or parameters of
music samples while they are being played as well as deciding which arrange may be
coming next.

This survey focuses on methods for active control of a music system that aims to find
channels to the voluntary control of music parameters and give approaches to musical
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activities for people with motor impairments. The BCI methods surveyed in this paper
use EEG as a brain activity acquisition tool. EEG is selected because of the
background work and promising achievements on this technology and because of its
preference from the actual research community and the advantages it has among other
methods as being portable, and relatively economical to acquire.

2.2.1 Electroencephalogram (EEG)

Electroencephalogram (EEG) was first described in 1929 by Hans Berger and
became one of the most used tools for the diagnosis of neurological disorders like
epilepsy. Later in the 1970s, several scientists developed simple communication
systems that were driven by this electrical activity, and now is the most used method
for BCI systems because of its relative portability, cheaper costs and optimal temporal
resolution (Eduardo Reck Miranda 2014) (J. R. Wolpaw et al. 2000).

EEG is a type of oscillating electrical potential recorded from the scalp surface, the
electrical potentials are caused by neural activations on the brain, this activation
creates electrical dipoles in different regions of the brain and, because of the brain’s
good conductivity, these signals can be captured from multiple locations in the scalp,
this activations are of small amplitude in microVolts range and have an attenuation
caused by the skull and scalp (Palaniappan 2014). EEG is usually made from different
electrodes placed on the scalp. One standard configuration of electrodes is 10-20
electrode system called this way because there are 10 to 20 millimeters distances
between the electrodes (“The Ten Twenty Electrode System: International Federation
of Societies for Electroencephalography and Clinical Neurophysiology” 1961), with
arrays of 32, 64 up to 256 electrodes. Each electrode uses a naming system based on
their position in the cortical area they are covering (P for parietal, F for frontal, C for
central and O for occipital) and followed by an even number for the right hemisphere
and odd for the left.

Some changes on the EEG signal (Evoked potentials) that occur after certain events
are remarkable as they are a general response of the brain to a stimulus or cognitive
task activations. Evoked potentials highlight the anticipation and perception activity
of the brain. These changes are helpful when trying to extract useful information from
recordings. Some of the most used EEG signals potentials are Visual Evoked Potential
(P300), steady-state visual evoked potential (SSVEP), event-related synchronization
and desynchronization (ERD/ERS) (Palaniappan 2014). This chapter is directed
towards choosing the appropriate EEG paradigm to design a BCMI and the review of
possible technical limitations and their implications on helping to solve RQ2.
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2.3 Criteria of Comparison

The section explains the framework used to compare EEG paradigms that have
proved useful for BCMI applications and their examples while defining the link of the
criteria with the research questions.

2.3.1 Dimension of Control

Any BCI control system aims to control a final device, depending on the device the
system would consider what are the options or parameters to control. Basic BCI
applications can present binary classifications problems as the left or right direction
selection (Lee et al. 2019) or evidently the options to select from can be a wide range
option depending on the applications going to from characters in spellers as (Yonghao
Chen et al. 2021) with 160 targets or (Hubner, Schall, and Tangermann 2019) with 36
options in chess game application. However, the dimensions of control encompass the
number of possible options, the need for a second dimension as parameters from a
first choice is imminent. For example, a BCI controlled wheelchair as in (Olesen et
al. 2021) requires an intensity measure in order to control the speed. Therefore such a
problem can be taken as adding more options to the first dimension of control but an
ideal system design would have a set of options to choose from and the capability to
change the characteristics of those selections.

Considering the RQ2 of a system that controls an instrument, it is accurate to
analyze that this involves multiple dimensions of control, having as main dimensions
the musical note to play. Then many possibilities for control can be stated such as the
duration of the note or its velocity going up to instrument parameters such as type or
tuning.

Dimensions of control is a criterion of comparison for BCMI systems as it allows
to define the limitations of each BCI paradigm in accordance to the number of options
they select from, inaccurate and optimal performances.

2.3.2 Usability of the System

The usability of a BCI system starts with the consideration of how the brain
information is taken, as aforementioned this survey is based on EEG methods. There
is an existing invasive method of EEG, ECoG, where the electrodes are placed
directly on the brain tissue, for reasons of safety non-invasive methods are preferred
even if the skull causes a signal attenuation and quality reduction.

Usability also encompasses the capabilities of each BCI method to work properly
in different environmental conditions, taking into consideration an application with
music the response to the user to the possible sound feedback, ideally, should not
interfere with the system performance. There could also be limitations for the visually
evoked methods depending on the luminosity of the intended scenario to test the
system. One important term of usability taken into account is the capability of the
method to work with several users, EEG signals vary considerably between people,
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this is a major challenge in BCI research and one of the reasons that keep BCI under
investigative conditions. Usability encompasses as well the user experience, if a BCI
control system for music is intended, an ideal experience is to replicate the profound
feeling of musical instrument performance, musical interfaces require a high degree of
flexibility. This criterion traces the limitations of the EEG-based BCI paradigms as
the visual evoked methods need the user to stare at flickering stimulus displayed on
screens that may cause tiredness to some users, and in case of musical instrument
performing may not present an appealing experience. And the imagery-based
paradigms, on the other hand, have narrowed degrees of freedom as the overall
system accuracy decreases with the number of imagery classes they can have as seen
in (Krishna et al. 2018).

2.4 EEG-based paradigms for control BCI

2.4.1 P300

P300 potential is the brain's natural response to a stimulus, this signal is a positive
deviation from baseline, time-locked around 300 and 600 milliseconds after stimulus
onset, the signal latency and amplitude vary according to age (Polich, Ladish, and
Burns 1990). However, it can also be provoked by motor, cognitive and sensor events.
Different stimuli provoke this potential in different scalp topography (Kiyi, Oztura,
and Yener 2021). Some studies presented that P300 approaches based on tactility were
more optimal for identification than vision or sound (Mao et al. 2021; Z. Chen et al.
2020). P300 is present within the alpha band at 8Hz, usually, a target stimulus that the
subject was expecting, but P300 can be elicited in relation to the odd-ball paradigm
when an infrequent event happens after a user experiences a set of frequent events
(Hucker 2007).

P300 event-related potential has maximal locations in central cortex areas as Fz,
Cz and Pz however greater location densities provide higher accuracies (Palaniappan
2014) (E. R. Miranda et al. 2011). P300 has been used in BCI control systems because
they represent the user's choice over stimuli. In this method, a set of options are
presented on the screen and the participant counts how many times the desired option
flashes, this selection requires repetitive trials and signal process averaging or
components discrimination to identify the desired stimulus because a single P300 can
be shadowed by normal ongoing brain activity (Grierson and Kiefer 2014). Visual
P300 is optimal when presenting a good amount of options, as mentioned before, a
P300 system may present as many suitable options as can be fit on screen.

P300 was adopted to build musical interfaces, Grierson and Kiefer (2014)
researched the implementation of a P300 composer. Some good approaches for BCMI
with P300 are mentioned in (Grierson and Kiefer 2014) where the set of options to
choose are different musical parameters as in P300 Composer, where the options are
an array of notes or P300 DJ choosing the next song being played. This technique
offered a gaze-based control for musical instruments, however, the movement
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