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Children's Production of Locative Expressions in English: The Influence of Geometric and

Extra-Geometric Factors

LYNN VALERIE RICHARDS
Abstract

The research in this thesis examines the influence that both geometric and extra-
geometric factors have on children's spatial language production. Over the years it has widely
been assumed that spatial prepositions identify where objects are in the world (geometric factors)
and that this is reflected in the semantic representations of these words. More recently,
researchers investigating the lexical semantics of spatial prepositions have begun to question this
assumption by demonstrating that what objects are and how they are interacting can also affect
the way we describe where they are in the world (extra-geometric factors). Following on from
research conducted with adults that has demonstrated the importance of both of these factors on
spatial language, the main aim of this thesis was to ascertain for the first time whether these
factors also influenced children's spatial language production, and if so, when they became
important in children's development of spatial expressions. Additionally, due to the paucity of
research investigating the production of spatial terms, the Experiments reported in this thesis set
out to redress the balance. The research in this thesis demonstrated for the first time that both
geometric and extra geometric factors influence the production of children's spatial expressions
from an early age. In doing so, however, the Experiments reported here were not necessarily
revealing as to the nature of the semantic representation of spatial terms, rather they highlighted
a different issue; how people make distinctions during a verbal interaction. Evidence is presented
that suggests a level of agreement between people regarding the nonconventional use of words.
In order to distinguish between functional and non-functional situations, both adults and children
used different types of spatial terms to locate an object even when they had a limited number of
words in their lexicon. An approach to the whole process of prepositional production is

suggested rather than concentrating on what is represented in an individual's lexicon.
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Table 1.1. The Prepositions of the English Language.

About Behind Into Throughout
Above Below Near To

Across Beneath Nearby Toward
After Beside Off Under
Against Between On Underneath
Along Betwixt Onto Up
Alongside Beyond Opposite Upon
Amid(st) By Out Via
Among(st) Down Qutside With
Around From Over Within

At In Past Without
Atop Inside Through

Compounds:

Far from In between In line with To the left/right of
In back of In front of On top of To the side of
Intransitive prepositions

Afterward(s) Downward N-ward South
Apart East (e.g., homeward) There
Away Forward North Together
Back Here Outward Upstairs
Backward Inward Right Upward
Downstairs Left Sideways West
Non-spatial prepositions:

Ago Before For Since

As Despite Like Until
Because of During of

Note: Source: Landau and Jackendoff (1993).



English language, they are fairly common in production; most of the words in Table 1.1
are listed amongst the first 500 words in the Thomdike-Lorge (1944) count.

We have now established how spatial prepositions describe the relation of one
object with reference to another. It should be noted, however, that some spatial relations
can be considered more simple than other spatial relations. It has been suggested that
words such as in, on, at and near represent primitive, topological relationships such as
proximity and separation, order and enclosure (e.g., Herskovits, 1986; Piaget & Inhelder,
1956). These are thought to be the fundamental spatial concepts learned by children at a
very early age and form the basis of their spatial knowledge (Piaget & Inhelder, 1956). In
contrast prepositions such as in _front of, behind, left of, right of, above and below express
additional information regarding the direction of the located object to the reference object.
Such projective prepositions require the speaker and listener to be able to relate these
objects to one another and to a viewpoint. This viewpoint can be one's own, that of another
observer or that of the reference object.

This last point relates to the system of referencing that is used. As will become
apparent in Chapter 5 of this thesis, the issue of spatial frames of reference can be rather
complex. Researchers have distinguished between different frames of reference, and these
distinctions do not directly map onto one another (Levinson, 1996). Therefore, for the
purpose of this thesis, we have adopted the distinctions and labels proposed by Levinson
(1996). Levinson classifies reference frames into three distinct categories; intrinsic,
relative and absolute frames of reference. Precise definitions of each of the reference
frames and how we use them are complex. We will therefore explain them in greater depth
in Chapter 5 when we present a more detailed review of the literature, along with two
experiments conducted to investigate how children and adults use them. For the moment,
let us look at a simple illustration in order to get the flavour of what we mean by frames of

reference and how they are used.



Consider the scene in Figure 1.1 below, where we might describe the position of
the bird in a number of ways. For example, we might say:
(a) the bird is in front of the boy
(b) the bird is o the right of the boy

(c) the bird is above the boy

Figure 1.1. Where's the Bird?

Viewer

Each description takes a different reference point as its starting place. Description
() the bird is in front of the boy, locates the bird according to the intrinsic properties of
the boy, in this instance, his front. Description (b) the bird is to the right of the boy, takes a
subjective viewpoint of the located and reference objects and therefore adopts a more
relative perspective of the scene by locating the bird to the boy according to the viewer's
perspective. Finally, description (c) the bird is above the boy, locates the bird according to

8



more absolute references, for example gravity and salient features of the environment. As
we shall see later on in this thesis, the description that we ultimately use may depend on
various things including contextual aspects of the scene such as meaningful relations
between objects (e.g., Carlson-Radvansky & Radvansky, 1996).

One further issue to be considered is that, within any simple locative expression
there is a kind of asymmetry between the located and reference objects in that only objects
with certain properties can serve as located objects and reference points. For example, the
located object is usually more movable than the reference object and tends to be smaller in
size. Consider the following sentences:

The bicycle is next to the library

*The library is next to the bicycle

Sentence (a) above quite naturally conforms to the canonical way in which we
locate objects, whereas sentence (b) does not. This is because the library is a building that
1s immovable and as such has the properties that conform to those of a reference object
(e.g., immovable, salient and larger in size than the located object).

However, there are times when the located and reference objects can be
interchangeable:

The teapot is next to the kettle

The kettle is next to the teapot
Both kettle and teapot in these examples make for adequate located and reference objects.

To sum up, we have seen in this section that spatial prepositions are the key feature
in the way that the English language expresses location, they are relatively few in number
and can be topological or projective in character. Topological prepositions suggest more
simple spatial relationships such as proximity and enclosure involving intrinsic elements
of a single reference object. Conversely, projective prepositions often involve coordinating

a perspective relationship between the reference object and the viewer or environmental



aspects of the scene. Spatial prepositions within language can form part of simple locative
expressions along with the located and reference object, and there are certain constraints
on the type of objects that can serve as reference points. As the purpose of this thesis is to
look at whether geometric and extra-geometric factors are important in children's
production of locative expressions, we will now look at what these factors are and how

they have been used to underpin the semantics of spatial prepositions.

1.2. Examining the Semantics of Spatial Prepositions

1.2.1. Geometric Approaches and Limitations

Most approaches to spatial language have assumed in the main that spatial
prepositions refer to the positions of objects in space. As such, specifying what these
geometric relations are has been one of the main goals for researchers in this area. We will
begin by considering how researchers in this area have defined the semantics of simple
topological prepositions. We will then consider how theorists have attempted to specify
the meanings of projective prepositions. In doing so, we will highlight some of the
problems that this approach has encountered before looking to see whether extra-

geometric variables might offer some solutions to these problems.
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1.2.1.1. "Simple Topological Prepositions”: in and on

In and on have been considered to be simple spatial prepositions that denote
containment and support of the located object by the reference object. Therefore, it has
been argued that they reflect the geometric notions of enclosure on the one hand and
contiguity with a surface on the other. In order to understand how these geometric factors
are realised, let us begin by examining the preposition in.

Approaches to the semantics of the preposition in which have focussed on
geometry assume that its meaning is quite independent of contextual factors, objects and
speakers. Therefore, in the expression the x is in the y, the preposition in denotes the
relationship of enclosure; the inclusion of an X in a Y. Alternatively in might refer to
dimensional properties of the location. These notions of geometry are reflected in the
various attempts at specifying the semantics of the preposition in as set out in Table 1.2
below.

As can be seen from some of the accounts in Table 1.2 below, geometry can be
understood in terms of the dimensionality of the reference object or it can be understood in
topological terms. Let us first look at what is meant by the dimensionality of the reference
object by considering, in purely simple terms, what it means to locate an object in space.
For us to do so, we would invariably need to specify the location of that object with
reference to other objects in space. From a geometric perspective, the other object in space
can be a single reference point in the one-dimensional case, a reference line in the two-

dimensional case and a reference plane in the three-dimensional case.
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Table 1.2. Geometric Accounts of the Preposition in,

Cooper (1968) xiny: x 1s located internal to y, with the constraint

that x is smaller than y

Leech (1969) xiny: x is "enclosed" or "contained" either in a two-

dimensional or in a three-dimensional place y

Bennett (1972) iny: locative (interior (¥) )

Miller & Johnson- in(x, y): A referent x is "in" a relatum y if: [part (x,z) &
Laird (1976) incl (z,y)]

Herskovits (1986)  in(x, y): Inclusion of a geometric construct in a one-,

two- or three-dimensional geometric construct

Take for example, X is at/on/in Y. The dimensional analyses of these prepositions
propose that although all three prepositions at, on and in suggest A is located with B, each
suggests that B is a uni- bi- and tri-dimensional space respectively (H. Clark, 1973).
Therefore, X is at Y suggests some kind of simple co-occurrence spatial relationship where
the location of X and Y coincide with one another. In contrast, X is on Y suggests a more
complex property of the location, i.e., that it is a surface. Finally, X is in Y presupposes an
even higher degree of complexity; that the location is within a space. It has therefore been
argued from this geometric perspective that the preposition at is the most basic
preposition, with on and in becoming more complex still (H. Clark, 1973). Moreover, it

has also been suggested by H. Clark that such complexity will determine the order of
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acquisition of spatial prepositions, beginning with the simplest and going on to the more
complex words.

We can also see from Table 1.2 that there is another type of geometric
specification; the general topological notion of the relationship of x to y. From this
topological perspective, the relationship of x to y is one of inclusion, where x is internal to
y and enclosed by y. The general pattern that emerges here is one which suggests that the
borders of the reference object y include the borders of the located object x, with the
exception of Miller & Johnson-Laird who specify part inclusion of x.

However, one of the problems with these types of accounts is that there are a large
number of spatial relations that are appropriate for each spatial term. Additionally, there is
not a one-to-one mapping between spatial relations and prepositional usage. A few simple
examples are illustrated in Figure 1.2 below. Firstly, consider the description the pear is in
the bowl. According to the approaches described above, (a) in Figure 1.2 would be a good
example of this description but not (b). However, the pear is in the bowl can be used to
describe (b) but because the pear is outside the interior of the bowl, and is not even partly .
contained, this is a problem for the above accounts. Moreover, the pear is in the bowl is
not appropriate for (d), yet the geometric relations between the pear and the bowl in (b)
and (d) are identical. Similarly, the sentence the pear is under the bowl would be a more
appropriate description for the situation illustrated in (f), yet the geometric relation
between the bowl and the pear is the same as (a). Moreover, although under can be
considered appropriate to describe the position of the pear in (f), the preposition in rather
than under would be appropriate to describe the position of the light bulb in (e). Finally,
there is the problem of instances which suggest another sense of the preposition in. For
example, although the use of in for the situation the crack is in the bowl as illustrated in
Figure 1.2 (c) is acceptable because the crack is part of the bowl, it is a different spatial

relation to the situation the pear is in the bowl as depicted in Figure 1.2 (a), and also for
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other examples such as the bird is in the tree. These different senses of in are related to the

issue of polysemy which will be discussed later.

Figure 1.2. An Illustration of the Limitations of the Geometric Semantics for the

Preposition in.




We have seen just a few examples of the appropriate and inappropriate uses of the
term in that are problematic for the semantic accounts outlined above. The purpose of
these examples is to highlight some of the problems that are encountered. However, it is
possible to generate many more (see Garrod & Sanford, 1989; Herskovits, 1986 and
Vandeloise, 1991, 1994 for excellent accounts of these problems).

Essentially there are two types of case accountability problems that have been
highlighted. The first case is where the definition generates examples that should fit the
definition, but do not. These have been classified as decoding problems (e.g., Coventry,
1998; Herskovits, 1986). For example, the definitions for the preposition in in Table 1.2
above and the illustration of the pear under the bowl in Figure 1.2 (f). The second case is
where the preposition is appropriate, but it does not fit the definition. These have been
classified as encoding problems. We have already seen an example of this problem
illustrated above for the pear is in the bowl (illustration (b) in Figure 1.2). Another
example of this was mentioned earlier in the previous section on page 9; where we can say
the bicycle is next to the library, but cannot say the library is next to the bicycle.
Moreover, these accounts do not explain context dependencies (Fillmore, 1971; H. Clark,
1973). For example, the use of projective prepositions with reference frames (as illustrated
earlier on page 8)

Therefore, we can see that the approaches to in which draw on notions of enclosure
or the dimensionality of the reference object cannot fully account for the range of uses of
the preposition in. Similar problems can be highlighted with on. Geometric approaches to
the preposition on primarily highlight contiguity with a surface, although the notion of

support does merit a mention in some of the accounts as seen in Table 1.3 below.

15



Table 1.3. Geometric Accounts of the Preposition on.

Cooper (1968)

Leech (1969)

Bennett (1972)

Miller & Johnson-
Laird (1976)

Herskovits (1986)

xony:

xony:

on y:

on (x, y):

on (x, y):

A surface of x is contiguous with a surface of y, with

the constraint that x supports y

x is contiguous with the place of y, where y is
conceived of either as one-dimensional (a line) or as

two dimensional (a surface)

locative (surface (¥) )

A referent x is "on" a relatum y if:

(i)  (INCL (x, REGION (SURF ())) & SUPRT

(v, x); otherwise go to

(i) PATH (y) &BY (x,y)

For a geometric construct x to be contiguous with a line
or surface y; if y is the surface of an object Oy, and x is

the space occupied by another object Ox, for Oy to
support Ox

We can see from the examples given in Tables 1.2. and 1.3 (above) that the

commonality amongst the proposed representations underlying in and on is one of

geometry expressed through the notions of the topological spatial features of enclosure

and contiguity. Although these geometrical notions have been widely purported to

underlie the meaning of spatial prepositions, the precise details of how we classify all the

different geometries that are needed in order to achieve a full geometric semantic analysis

of prepositions has not been forthcoming. Indeed, recall the two very different geometries
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that have been proposed to underlie the preposition in; one analysis draws on the notion of

enclosure while the other draws on the dimensions of the reference object. In an attempt to

define the various kinds of geometry that are needed to fully specify spatial prepositions,

Crangle and Suppes (1989) found the notions of enclosure and contiguity to be too simple

with which to define the prepositions in and on as illustrated in Table 1.4.

Table 1.4. Kinds of Geometry and Examples of Prepositional Use.

Topology

Affine Geometry

Euclidean Geometry

The Geometry of Orientated Physical
Space

Projective Geometry

Geometries that Include Figures and

Shapes with Orientating Axis

Geometry of Classical Space-Time

The pencil is in the box (box closed)

One piece of rope goes over and under the other
The pencil is in the box (box open)

Mary is sitting between Jose and Maria

The pencil is near the box

The book is on the table

Adjust the lamp over the table
The post office is over the hill
The cup is to the left of the plate

The dog is in front of the house

She peeled apples in the kitchen

Note: Table taken from Crangle & Suppes (1989).

The problem of case accountability and the wide range of geometric relations

associated with individual prepositions are related to the issue of polysemy. Words such as

in have many different, albeit related senses. We have already seen examples of the

different senses of in; let us consider a few more:

(a) the woman is in the queue

(b) the page in the book
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(c) the nail in the wall
(d) the flowers in the vase

(e) the cow in the meadow

The above examples (and those mentioned earlier) serve to illustrate the difficulties
that researchers in this area have had to overcome. The problem is whether all the
meanings of the same word can be assimilated into a single concept and consequently be
mentally represented by a single lexical entry, or whether each different meaning of the
word has a separate lexical entry. The main difficulty here is, as there are a large number
of spatial relations in the world that are appropriate for each preposition, finding a single
concept underpinning all uses is problematic.

The problem of polysemy has led some researchers to suggest that we have a
minimal specification in the lexicon for each preposition. They then demonstrate how this
can be applied to each situation by the application of pragmatics (e.g., Miller & Johnson-
Laird, 1976). Other researchers have attempted to fully specify the lexical entry. They then
determine how the context of the situation affects sense selection (e.g., Herskovits, 1985, ~
1986). However, it has been argued that these views are essentially equivalent. In the case
of minimal specification, you need pragmatics to extend the lexical entry, similarly, in the
case of full specification pragmatics are required to select which sense is appropriate in
context (see Coventry, 1998 for a detailed discussion of this point).

One way to overcome the problem of specifying all the geometries required for the
semantics of spatial prepositions is to specify fundamental regions of space for
prepositions (e.g., Cohn, 1996; Cohn, Bennett, Gooday & Gotts, 1997). Cohn and his
colleagues have suggested that it is possible to define a range of spatial prepositions by
using the two simple primitives of connection and convexity. Connection is a broadly
defined relation from simple contact or overlap between regions to their identity.

Convexity concerns the presence of one object in a region of interior spaces, in relation to
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what has been described as the convex hull of the region. The convex hull has been defined
as the smallest convex region to also include the region in question, and this region can be
a single object, or this can be a group of objects (Cohn, 1996). In the case of a group of
objects, the convex hull defines the scattered inside that is the smallest convex region that
includes all the regions of the group. Consider the four regions of space for the construct

of enclosure as depicted in Figure 1.3 below.

Figure 1.3. Different Degrees of Enclosure According to the Region Connection Calculus,

Cohn, Bennett, Gooday & Gotts, (1997)

(a)

Note: Illustration adapted from Garrod, Ferrier & Campbell (1999)

Using a geometry such as Cohn's, one can capture the meaning of in in a number
of ways. For example, Figure 1.3 (a) illustrates the circumstances where one object is
partially enclosed by another object, as is the case for the situation described in the
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following two sentences: the flowers are in the vase and the egg is in the egg cup. In
contrast (b), illustrates full enclosure, as in the coffee is in the cup. Figure 1.3 (c) depicts a
situation where one object is enclosed by a group of objects as part of their scattered
inside. This is the case for the bird in the tree or the woman is in the queue. Finally, (d)
illustrates total enclosure. Such is the case for the situation the lion in the cage or the egg

in the egg box.

Figure 1.4. The fly is in the glass?

~ .
[ IRy gy~

Although Cohn's qualitative geometry may help to account for a range of possible
uses, the approach in a sense is too powerful as it creates both decoding and encoding
problems. For example, it cannot explain why the light bulb in the socket is appropriate
but the pear is in the bowl (when the bowl is inverted as in Figure 1.2 (f)) is still not
appropriate. Additionally, consider Figure 1.4 above where the convex hull is depicted by
the dotted line. According to Cohn's qualitative geometry the fly is in the glass is as
écceptable as the wine is in the glass, yet the fly is most definitely not in the glass. The
problem here is that the convex hull is not restricted to the containing parts of a container

(Herskovits, 1985; Vandeloise, 1991, 1994),
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In summary, we have looked at how some researchers have attempted to specify
the semantics of simple prepositions such as in and on by drawing on the geometric
aspects of a scene. However, we have also seen that by doing so, certain aspects of spatial
prepositional use have been left unaccounted for. These case accountability problems of
encoding and decoding errors directly relate to the problem of polysemy. In order to solve
this problem researchers have gone down the route of either specifying a single lexical
entry that does not appear to cover all cases, or they have argued that each geometric
relation in the world that maps on to an individual spatial term has to be lexicalised.
However, as we have seen, this does not explain why a word can be appropriate in one
case, but not the other yet the spatial relations are the same. Before we examine how
factors other than geometry might resolve some of these difficulties, we will now turn to
look at how theorists have drawn on geometric aspects of a scene in order to account for

the comprehension and production of projective prepositions.

1.2.1.2. Projective Prepositions

Words such as over, above, next to and beside involve more complex concepts than
simple topological notions; they involve projective relationships of objects separated in
space. Therefore, it is not surprising that given the extra complexity of comprehending and
using words such as in front of, behind, over and above, they are acquired and developed
much later on than the prepositions ir and on (e.g., Johnston, 1984; Johnston and Slobin,
1979).

When we look at the preposition over, in a similar way to in and on it appears to be

highly polysemous. Consider the following sentences involving the preposition over:
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(a) The plane flies over the hill
(b) The village lies over the hill
(c) Marie walked over the hill
(d) There is snow all over the hill

(e) The old man looked over the hill

In each of the above sentences, the preposition over has a different sense. In
sentence (a) over suggests an above and no-contact relation between the plane and the hill
with dynamic movement of the plane along a path. This can be contrasted with (c) and (d),
both of which involve contact, but only (c) suggests dynamic movement. Neither sentence
(b) nor (e) involve dynamic movement or contact between located and reference objects.
Indeed, Brugman and Lakoff (1988) have argued that the word over has almost 100
different related meanings. They represent this in a radial structure where core senses are
represented as prototypes. Therefore, they argue that over appears to have many meanings
radiated around three core prototypes, the above and no contact schema, the by way of
above schema and the covering schema. The Brugman and Lakoff analysis is typical of a
cognitive linguistic approach (see for example Langacker, 1986). However, we still have
the problem of knowing how the correct term is actually selected in context. For example,
consider the sentence there is snow all over the hill. How can one know which of the three
core prototypes outlined above is the appropriate schema without specifying the method of
selection. Additionally, when one begins to consider the use of selection rules that are
needed, the advantage of a prototype account over full specification begins to disappear.

More recently researchers have started to bridge the gap between specifications of
lexical entries of words and visual attention (Hayward & Tarr, 1995; Logan & Sadler,
1996). Typically, it has been assumed that the located and reference objects in the scene

can be of any form yet still have their position in that scene specified by the same
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preposition. Any object can be above, in front of and beside any other object; what those
objects are has not been thought of to be important from this perspective. Such an
approach to spatial language often makes a definite link between linguistic structure and
spatial representation (Landau & Jackendoff, 1993).

From this approach to spatial language, the notion of a spatial template has been
proposed. The concept of a spatial template suggests that for every spatial preposition,
there is a good, acceptable and bad region of space that corresponds to that preposition

(see Figure 1.5).

Figure 1.5. A Schematic Spatial Template for the Preposition above Based on all Three

Frames of Reference Coinciding

A A A G A A A

B B B B B B B

B B B B B B B

Note: "G" = Good, "A" = Acceptable and "B" = Bad regions of space
Illustration adapted from Carlson-Radvansky & Logan (1997)
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Such a concept is intuitively appealing if one believes that the nature of the
reference and located objects themselves are irrelevant to how we talk about where those
objects are in space. Moreover, the notion that similar prepositions have similar templates
is the obvious next step from this premise. Therefore, it has been suggested that the words
above and over both have spatial templates resembling the one illustrated schematically in
Figure 1.5, and that likewise, the words below and under have the same converse spatial
template to above and over (e.g., Hayward & Tarr, 1995; Logan & Sadler, 1996).
Hayward and Tarr (1995) specifically tested this assertion of the spatial structure of spatial
prepositions using located and reference objects with no particular relationship to each
other (e.g., a circle and a square, a swimming fish and a raft). They presented adults with
pictures containing a centralised reference object with a located object placed in any one
of 48 positions around it. Using a seven-by-seven grid (similar to that seen in Figure 1.5)
they placed the reference object in the central position. Forty-eight pictures for each set of
reference and located objects were generated by placing the reference object in one of the
surrounding cells until each cell had been used once. The grid was removed before any
participant viewed the picture.

In their first experiment, they asked participants to generate a description of the
located and reference objects. Hayward and Tarr then grouped the prepositions produced
in the utterances into the two categories of vertically oriented prepositions (e.g., above,
below, and over) and horizontally oriented prepositions (such as left, right and beside).
The production of individual prepositions was not reported, instead the percentages of
production for either horizontally or vertically oriented prepositions were then mapped
onto the seven-by-seven grid they had previously used to construct the original pictures.
They found that adults produced vertically oriented prepositions most frequently when the
located object was positioned along the vertical axis as defined by the reference object;

this represents the good region of space in a spatial template. Adults' production of such
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prepositions was found to decrease as the located object moved away from the vertical
axis; this represents the acceptable region of space in a spatial template. Finally, adults
produced vertically oriented prepositions quite frequently in every position that was not
located along the horizontal axis as defined by the reference object. Therefore, for vertical
axis prepositions, the horizontal axis represents the bad region of space in a spatial
template. A similar pattern of responses was found for the horizontally oriented
prepositions, where the vertical axis represented the bad region of space.

In a second experiment, Hayward & Tarr (1995) took the two vertical and two
horizontal prepositions that were most prevalent in their first experiment and asked adults
to rate them against a set of pictures. The prepositions were above, below, left and right,
and the pictures were broadly similar to those used in Experiment one. Once again, they
found that each spatial term exhibited predominant regions of applicability along the
salient axis as denoted by the individual term. Therefore, ratings were higher when the
located object was positioned along the vertical axis to the reference object for the terms
above and below, decreasing in acceptability as the located object moved away from it.
Only when the located object lay across the horizontal axis from the reference object were
the terms above and below deemed unacceptable. Similar findings were reported for the
terms left and right.

Unsurprisingly these results were discussed in terms of regions of prototypicality
for each spatial term. Such prototypical regions were quite narrowly defined; they were
graded according to how the position of the located object varied away from the central
axis of the reference object. Therefore, the prototypical region for above describes a
located object situated in any position directly along the vertical axis as defined by the
reference object, and becomes gradually less and less prototypical as the located object
moves away from that axis (Figure 1.5 as seen on page 23). Further research investigating

spatial templates has confirmed these findings and the assumption that similar prepositions
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have comparable templates (Logan & Sadler, 1996). Using a similar methodology, Logan
and Sadler (1996) found, for example, that the templates for above and over have
analogous shapes and that they are opposite to those for below and under.

Moreover, Logan and Sadler provide reaction-time evidence to show that the
distance between located object and reference object had little effect on the time it took
participants to comprehend them, thus suggesting that these spatial templates are applied
in parallel to the whole of the visual field (Experiment 4, Logan & Sadler, 1996).

As previously mentioned, projective prepositions such as above must be used with
respect to a particular viewpoint, and this viewpoint has been called a frame of reference.
Recall earlier that we briefly defined three frames of reference; the intrinsic, the relative
and the absolute (see Figure 1.1 on page 8, above). Using a variety of tasks, including a
sentence-picture verification task, it has been demonstrated that there is a simultaneous
activation of multiple frames of reference during reference frame assignment and that they
compete with each other for selection (Carlson-Radvansky & Irwin, 1994; Carlson-
Radvansky & Logan, 1997). Moreover, it appears that multiple spatial templates are
simultaneously constructed; one for each reference frame that is active (Carlson-
Radvansky & Logan, 1997).

One further point regarding spatial template theory is that it has been suggested
that spatial templates exist for each lexicalised conceptual representation, but in the case
of polysemy, there is a different template for each conceptual representation of the word
(Logan & Sadler, 1996). This is problematic for two main reasons. Firstly, as previously
mentioned, if it is the case that épatial terms with similar conceptual representations have
the same spatial template, then the prepositions over and above and the prepositions under
and below have similar templates to each other (Hayward & Tarr, 1995; Logan & Sadler,
1996). However, as we shall see in the next section of this chapter, these prepositions

behave very differently to each other when objects with functions are used rather than the
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unrelated objects that feature in spatial template research (Coventry, Prat-Sala & Richards,
2001).

Secondly, consider the suggestion that there is a different spatial template for each
polyseme. This is similar to the fully specified accounts of spatial language as discussed in
the previous section. Take for example the case of over where it has been argued there are
almost 100 different senses of the word centred around three core meanings (Brugman &
Lakoff, 1988). Representing different spatial templates for each meaning of the word over
may prove to be problematic, especially when we consider the selection of which spatial
template is appropriate for any given context. When there are only a few templates to
consider this may not be much of a problem. However, it becomes computationally
expensive when there are a sizeable number of templates to consider. Moreover, a similar
problem occurs to that mentioned above for Brugman and Lakoff; we have no way of
knowing how the correct sense is selected from the numerous templates possible for each
word.

Let us now stand back and summarise the situation when geometry is utilised to
account for the meanings that underlie spatial prepositions. Researchers begin with the
premise that the nature of the located and reference objects are immaterial to the way we
comprehend and produce spatial language; what objects are does not influence where
objects are in a scene. From this premise, research had shown that our comprehension and
production of spatial prepositions are characterized according to quite narrowly defined
spatial regions. These regions are graded according to how the position of the located
object varies away from the particular axis of the reference object as defined by the
preposition produced and are applied in parallel to the whole of the visual field. Spatial
terms with similar conceptual representations have the same spatial template, and in the

case of polysemy, each meaning has a separate, distinct spatial template. Let us now
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consider the evidence that suggests that extra-geometric factors are needed in order to

fully account for the semantics that underlie a range of spatial prepositions.

1.2.2. The Importance of Extra-Geometric Factors

As mentioned previously, adult's production and comprehension of spatial
prepositions are not only affected by geometric considerations of the event to be
described, but also affected by the extra-geometric factors in the scene. The purpose of
this review is to examine the various factors that can be grouped together under the banner
of extra-geometric factors and to assess how each of these factors affect the way adults
comprehend and produce spatial language. We have seen from earlier sections of this
chapter that concepts such as enclosure and contiguity have been proposed to underlie
adults' comprehension and production of the words in and on. However, we have also seen
that these geometric factors are insufficient by themselves to specify the characteristics
that underlie spatial prepositional comprehension and production. Other factors, which we
will classify as extra-geometric factors, have been shown to influence adults' spatial
language. These are a set of factors that are not to do with the geometry of the scene, at
least, not in the way geometry has been characterised above. They include factors such as
locational control, the nouns we use to describe objects, the context of the utterance and
even the object specific properties of both located and reference objects. We will now
examine the range of types of extra-geometric factors that have been found to date. Later
in the thesis we will re-examine some of this research in more detail.

In and on are considered to be simple spatial prepositions that reflect the geometric
notions of enclosure on the one hand and contiguity with a surface on the other. However,
it has been argued that these coastructs also involve a component that has been

characterised as functional or locational control (Coventry, 1992, 1998; Garrod, Ferrier &
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Campbell, 1999; Garrod & Sanford, 1989; Vandeloise, 1991, 1994). For an object to be a
successful container, and likewise for a surface to be successful as a supporting surface, it
must be able to constrain the location of objects over time.

Imagine a bowl of fruit such that the fruit is piled high above the rim of the
container. When the container is so full, the only place that the other pieces of fruit can go
is to be piled up higher and higher. Imagine further that someone is moving the container
in such a way that all the fruit remains in the same relative position to the container over
time. This illustration demonstrates how a container can afford locational control of its
contents and has been used in video studies to test the functional element of in. In an
experimental situation, for scenes such as these not only would you expect an effect for
the height of pile where degrees of enclosure are changing, but you might also expect
effects of locational control. When the bowl is shown to be constraining the location of the
contents over time, one might expect in to be appropriate. As dynamic manipulations such
as this will be discussed throughout this thesis, for the illustrations that follow we will use
arrows to represent motion. When an object is moving a double-sided arrow will be
pointing on either side of that object, as in Figure 1.6 below. Therefore, locational control
is depicted in Figure 1.6 (a). The converse of this is non-locational control and is
illustrated in Figure 1.6 (b). Consider the bowl mentioned earlier with the fruit piled up
high. Imagine that the object on the very top of the pile is an orange and that it is depicted
moving from side to side of its own accord as if it has a life of its own, thereby strongly
suggesting that there is no locational control being exerted by the bowl (as denoted by the
arrows in the illustration). The comparison scenes for both the locational and the non-
locational control scenes is a scene with the same geometric manipulation where there is

no movement involved.
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Figure 1.6. Relative Movement of Fruit and Bowl used to Assess the Notion of Locational

and Non-Locational Control

— N —

| (a) Locational Control i (b) Non-Locational Control

Crmazse ) ey

A number of studies have shown that these movement factors do indeed influence
adults' production and comprehension of in (e.g., Coventry 1992, 1998; Garrod et. al.,
1999). Both geometry and locational control were systematically manipulated and
displayed to participants by means of a video. The geometry of the scene was assessed by
showing various scenes of a bowl with fruit in it depicted at different heights. Locational
control was determined by the use of the relative movement of bowl and target object
(either together or target object alone as depicted in Figure 1.6 above) and static scenes as
described above. When identifying the location of a target object, in was produced
significantly less (in a sentence completion study) and rated as less appropriate when the
pile of objects was high than when it was low. Moreover, when the bowl demonstrated
locational control, in was produced more and rated as more appropriate than when it was
static (Coventry, 1992, 1998). Additionally, in was produced less and was rated as less
appropriate when the scene depicted a non-locational control situation compared to the

static scenes. Furthermore, it has also been shown that if the container is tilted, suggesting
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that its contents will fall out, adult's production and comprehension of i is reduced
(Coventry, 1992, 1998).

However, locational control is not the only extra-geometric factor that has been
demonstrated to influence adult's production and comprehension of in. Figure 1.7 (a)
below illustrates a continuous scene whereby the objects in the container are all the same
as the target object (marked with a star), whereas (b) depicts a discontinuous scene as the
objects in the container are different to the target object at the top of the pile. It has been
shown that when adults are asked to locate the position of a target object, they produce the
preposition in with the reference object (e.g., in the bowl) more when the contents are

continuous than when they are discontinuous (Coventry, 1992, 1998).

Figure 1.7. An Example of Continuous and Discontinuous Scenes of Fruit and Bowl

(a) Continuous Scene (b) Discontinuous Scene

Another method of manipulating locational control involves the alternative control
of objects. Consider a number of scenes in which there is a bowl with a target ball on top
of other balls positioned at various heights, we shall call these the contact scenes. Now
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imagine the target ball positioned at those same heights without the other balls being
present; these will be known as the no contact scenes. Such scenes were shown to adults
where the target ball was either clearly attached to a wire (thereby demonstrating an
alternative control), or no wire was visible (demonstrating no alternative control). When
an alternative source of control was depicted, adults' confidence of in descriptions was
significantly reduced for the contact scenes with no difference for the no contact scenes.
Following this, a second group of adults were shown the same scenes and requested to
make a choice between one of two outcomes if the bowl was moved sideways. They were
to asked predict that there would either be no change in the relative positions of the bowl
and target ball following such movement, or that there would be a change. A significant
positive correlation was found between predictions of no change and confidence
judgements of the sentence that located the ball in the bow! (Garrod et. al., 1999).
Another aspect of alternative control that has been examined relates to the nature
of the located object itself and whether it is animate or inanimate. Illustrations of
containers varying in concavity were shown to adults along with either a coin or a firefly.
Now a firefly obviously has alternative control, in that at any given time, it can fly away ~
thereby making it less likely that the container itself is fulfilling the function of locational
control. In situations such as this, adults have been found to use i» more when the located

object was a coin rather than when it was a firefly (Feist & Gentner, 1998).
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Figure 1.8. The Secondary Support Manipulations used by Garrod, Ferrier & Campbell

(1999) for the Preposition on.

Chain String

Unattached

3
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Note: Illustration adapted from Garrod et. al. (1999).

Garrod et. al. (1999) used alternative control as a means of manipulating locational
control for the preposition on. Consider a heavy weight on a plank of wood (see Figure 1.8
above), with a strong metal chain attached. Figure 1.8 depicts three scenes; in the first
scene, the chain hangs loosely around the weight (unattached scenes). In the second scene,
the weight is attached loosely to a secondary support suspended above it indicating the
possibility of alternative control. Finally, in the third scene, the chain attached to the
secondary support is taut thereby strongly suggesting the presence of alternative control

over the weight. Three similar scenes involving string instead of a chain were also used
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(see Figure 1.8 above). When scenes such as these were shown to adults, ratings of on to
describe the position of the weight to the plank reduced significantly when the alternative
control was strong, i.e., when the string/chain was taut (Garrod et. al., 1999). Once again,
there was a strong positive correlation between the ratings of on for these adults and the
degree to which a second group of adults judged the relation between the weight and the
plank to be stable.

Now consider the sentence the ring is on the finger and what it means to be on in
this example. In a canonical situation, it is the finger that determines the location of the
ring; when the hand is moved, the ring moves with it. Such locational control might well
be one factor in deciding whether or not the ring is indeed on. Let us take the situation
where there is a normal sized ring on a finger, and a situation where there is a much larger
ring on a finger where the fit of the ring is so loose that it can move up and down the
finger with great ease. When adults were shown videos of both the large and the small ring
either stationary or moving up and down a finger, they rated on to be significantly more
appropriate to describe the small ring than to describe the large ring. Additionally, they
rated on as being more appropriate when the small ring was static than when it was
depicted as moving up and down the finger (Coventry, 1992). Locational control asserts
that the supporting surface should control the location of the figure over time. As the ring
was depicted moving, this violated such control and therefore on was less appropriate even
though the ring was of normal size.

The picture is now becoming clear; comprehension and production of the
prepositions in and on are not only affected by the geometry of the scene, but also by
extra-geometric factors. Locational control has been demonstrated to affect adult's
production and comprehension of in and on. Additionally, the extra-geometric factor of
continuity/discontinuity similarly affects the preposition in. Let us now turn our attention

further to other aspects of the world that might affect the way adults produce and
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comprehend topological prepositions. Consider the knowledge we have of objects in the
world and of our understanding of the canonical use of such objects. Now suppose those
objects are put to a different use. The question of whether this would affect the language
we produce when describing the location of those objects has been investigated.

Bowls are canonically used as containers of solids whereas jugs usually contain
liquids. Recall the bowl piled high with fruit. Now imagine a jug of similar proportions as
the bowl with a similar pile of fruit. When adults were shown scenes such as these, in was
produced more to describe the location of the target object when the bowl was used as the
container of solids rather than when it was the jug, thereby suggesting that the specific
function of objects can affect the production of a preposition (Coventry, 1992). Now
imagine that liquid is poured into both the jug and the bowl (both of which still contain the
fruit). This has the effect of highlighting the specific function of the jug (i.e., to contain
liquids). When adults viewed both sets of scenes, with and without liquid added, the
appropriateness rating for in was reduced when liquid was added to the jug, but adding
liquid to the bowl had no similar effect (Coventry, Carmichael & Garrod, 1994). Object
specific effects for both prepositions in and on have since been found over an even greater
range of materials (Coventry & Prat-Sala, in press).

Furthermore, not only can the specific function of an object affect the prepositions
in and on, but also whether that same object is labelled a dish or a plate. Adults have been
shown to produce in more and rate it as more appropriate when the same reference object
was labelled a dish, whereas on was produced more and rated as more appropriate when it
was labelled a plate (Coventry et. al., 1994; Feist & Gentner, 1998). Such a finding
suggests that different nouns can evoke differing object specific properties.

One further extra-geometric factor that has been shown to influence the production
and rating of in has been that of context. Consider the scene depicted in Figure 1.9 below,

in the context of a game. The object of the game is to move the frame such that the pear
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and bowl are positioned as depicted. At the end of the game, David shouts I have won, the
pear is the bowl. In the context of this game, adults produced the preposition
in significantly more to describe the location between the pear and the bowl than when no
context was presented (Coventry, 1999). Moreover, in a second task where the string was
further shortened thereby ensuring that it was clearly not occupying the space of the bowl,

in was still produced and also rated as being significantly more appropriate in the presence

of a context than when no context was given.

Figure 1.9. The Pear is in the Bowl; How Context Affects the Production of in

Y, f

Note: Illustration Adapted from Coventry (1999).

By now is should be apparent that the geometric constructs that have been
proposed to underlie the prepositions in and on are by themselves insufficient to account
for the way adults produce and comprehend these prepositions. Other extra-geometric
factors such as locational control, continuity/discontinuity, object specific associations and
context all contribute to the way adults comprehend and produce in and on.

Let us now consider the situation for projective prepositions. Recall that projective

prepositions such as above and in front of are often used with a particular frame of
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reference. Carlson-Radvansky and Radvansky (1996) investigated functional influences on
adults' reference frame selection using both a sentence rating and a fixed-choice sentence
completion task. They showed adults a series of pictures that depicted functional and non-
functional scenes. Function was assessed by depicting the located object in a typical
interaction with the reference object; see Figure 1.10 (A) below for an example. The

located object was reflected so that it did not typically interact with the reference object

for the non-functional scenes (Figure 1.10 (B)).

Figure 1.10. An Example of the Functional and Non-function Pictures used in Carlson-

Radvansky and Radvansky's (1996) Study.

Note: Illustration taken from Carlson-Radvansky & Radvansky, 1996.

37



We can see from the pictures above, that there is more than one way of describing
the scenes. For example, if we adopt an intrinsic reference frame (where we co-ordinate
the position of the located object with reference to the inherent features of the reference
object) we would say the postman is in front of the mailbox. Alternatively, we can adopt a
relative/absolute frame of reference by co-ordinating the position of the located object
with reference to ourselves, other viewers or to the environment and in doing so would say
the postman is to the left of the mailbox. It was found that participants selected the
intrinsic descriptions significantly more and rated them as significantly more acceptable
than relative/absolute descriptions for the functional than the non-functional pictures.
Additionally, they selected the relative/absolute descriptions and rated them as
significantly more acceptable than intrinsic descriptions for the non-functional pictures
(Carlson-Radvansky & Radvansky, 1996). This suggests that what objects are can affect
where they are in terms of the prepositions that we use when we are describing them.

Recall that spatial template theory maintains that our comprehension and
production of spatial prepositions is characterized according to quite narrowly defined
spatial regions (see illustration on page 23 above). These regions are graded according to
how the position of the located object varies away from the particular axis of the reference
object as defined by the preposition used. Moreover, similar spatial terms have the same
spatial template. Such a theory presupposes that what objects are is immaterial to where
objects are.

Other researchers have investigated spatial language using objects that are
associated with one other (often in a functional manner) and have seen that extra-
geometric factors of the spatial scene can also affect our comprehension of prepositions
such as above (e.g., Carlson-Radvansky, Covey & Lattanzi, 1999; Carlson-Radvansky &
Radvansky 1996; Coventry, Carmichael & Garrod, 1994). For example, Carlson-

Radvansky et. al. (1999) found that the function of an object affected the way adults
38


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Holzman, M. (1981). Where is under: from memories of instances to abstract featural

concepts. Journal of Psycholinguistic Research, 10(4), 421-439.

Hood, B.M,, Santos, L., & Fieselman, S. (2000). Two-year olds' naive predictions for

horizontal trajectories. Developmental-Science., 3, 328-332.

Huttenlocher, J., Haight, W., Bryk, A., Seltzer, M., & Lyons, T. (1991). Early vocabulary

growth: Relation to language input and gender. Developmental Psychology,

27(2), 236-248.

Johnston, J.R. (1984). Acquisition of locative meanings - behind and in front of. Journal

of Child Language, 11,407-422.

Johnston, J.R. (1988). Children's verbal presentation of spatial location. In J. Stiles-Davis,
M. Kritchevesky, & U. Bellugi (Eds.), Spatial Cognition: Brain Bases and

Development (pp. 195-205). New Jersey: Lawrence Erlbaum Associates.

Johnston, J.R., & Slobin, D.I. (1979). The development of locative expressions in

English, Italian, Serbo-Croatian and Turkish. Journal of Child Language, 6, 529-
545.

Kellman, P.J., & Spelke, E. (1983). Perception of partly occluded objects in infancy.

Cognitive Psychology, (15), 483-524.

Kemler Nelson, D.G. (1999). Attention to functional properties in toddlers naming and

problem solving. Cognitive Development, 14(1), 77-100.

403



Kestenbaum, R., Termine, N., & Spelke, E. (1987). Perception of objects and object
boundaries by 3-month-old infants. British Journal of Developmental Psychology,

5,367-383.

Kim, LK., & Spelke, E.S. (1999). Perception and understanding of effects of gravity and

inertia on object motion. Developmental-Science, 2, 339-362.

Kuczaj, S.A., & Maratsos, M.P. (1975). On the acquisition of front, back, and behind.

Child Development, 46,202-210.

Labov, W. (1973). The boundaries of words and their meanings. In C. J. Bailey & R. W.
Shuy (Eds.), New ways of analysing variation in English. Washington DC:

Georgetown University Press.

Landau, B. (1994). Where's what and what's where: the language of objects in space.

Lingua, 92,259-296. -

Landau, B., & Jackendoff, R. (1993). "What" and "where" in spatial language and spatial

cognition. Behavioral and Brain Sciences, 16,217-265.

Landau, B., & Munnuch, E. (1998). The representation of space and spatial language:
challenges for cognitive science. In P. Olivier & K. P. Gapp (Eds.),
Representation and Processing of Spatial Expressions (pp. 263-272). Mahwah,

New Jersey: Lawrence Erlbaum Associates.

Landau, B., Smith, L., & Jones, S. (1998). Object shape, object function, and object name.

Journal of Memory and Language, 38, 1-27.

404



Langacker, R. (1986). Foundations of Cognitive Grammar. Stanford: Stanford

University Press.

Leech, G.N. (1969). Towards a Semantic Description of English. London: